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WHAT IS ARTIFIGIAL INTELLIGENCE?

* Merriam-Webster Dictionary

 “a branch of computer science dealing with the
simulation of intelligent behavior in computers”

« Oxford Dictionary

 “the theory and development of computer systems
able to perform tasks that normally require
human intelligence, such as visual perception,
speech recognition, decision-making, and
translation between languages.”
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 What about these_?

 Personalized recommendations




academic conferences on Al” *



http://www.cs.cmu.edu/~./15780/slides/intro.pdf
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Original credit unknown, retrieved from https://www.sharper.ai/taxonomy-ai/



https://www.sharper.ai/taxonomy-ai/
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1. Introduction to artificial intelligence

4: Dimensionality reduction
5. Deep generative models
6. Natural language processing
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EMERGENGY PREPAREDNESS

As we begin this semester, | want to take a few minutes
and discuss emergency preparedness. Purdue
University is a very safe campus and there is a low
probability that a serious incident will occur here at
Purdue. However, just as we receive a “safety briefing”
each time we get on an aircraft, we want to emphasize
our emergency procedures for evacuation and shelter-
in-place incidents. Our preparedness will be critical IF
an unexpected event occurs!
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EMERGENGY PREPAREDNESS

Emergency preparedness is your personal
responsibility. Purdue University is actively preparing
for natural disasters or human-caused incidents with
the ultimate goal of maintaining a safe and secure
campus. Let’s review the following procedure

* For any emergency text or call 911.
Purdue
* There are more than 300 Emergency Telephones Exponel
(aka blue lights) throughout campus that connect
directly to the Purdue Police Department (PUPD).
If you feel threatened or need help, push the

button and you will be connected right away.

» If we hear a fire alarm, we will immediately
evacuate the building and proceed to the grassy
area north of the MSEE building. Do not use

the elevator.




’ ’ b
classroom or research activities and shelter in this classroom.




SYLLABUS!
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NOW BACK TO Al.
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http://www.cs.cmu.edu/~./15780/slides/intro.pdf

NOT “MOVIE” AL

I'm sorry, Dave.
I'm afraid I can't do that.

C-3P0O and R2D2 in Star Wars. The rogue A.l. HAL9000 from the movie 2001: A Space Odyssey.

Skynet from Terminator.
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GCOMPUTERS DONT “THINK"
LIKE WE DO

[[5.49e-04 7.15e-04 5.60e-03 1.35e-02 9.42e-03 1.65e-03 4.38e-04 8.92e-04]
[9.64e-04 3.83e-04 1.38e-02 1.55e-02 1.06e-02 1.59e-02 5.07e-03 8.71e-09]
[2.02e-05 3.83e-03 1.58e-02 2.87e-03 9.79e-04 1.18e-02 8.46e-03 7.81e-04]
[1.18e-04 4.64e-03 1.21e-02 9.45e-04 5.22e-04 8.41e-03 8.26e-03 7.74e-04]
[4.56e-04 5.57e-03 8.02e-03 6.18e-04 6.12e-04 9.62e-03 8.94e-03 6.82e-04]
[3.60e-04 4.44e-03 1.17e-02 6.02e-05 1.67e-03 1.27e-02 7.21e-03 1.29e-04]
[3.15e-04 2.36e-03 1.46e-02 5.44e-03 1.10e-02 1.21e-02 2.09e-04 1.61e-04]
[6.53e-04 2.53e-04 6.47e-03 1.32e-02 1.02e-02 1.10e-04 6.56e-04 1.38e-04]]

A matrix of numbers as the computer “sees”.
Do you know what this matrix represents?




GCOMPUTERS DONT “THINK"
LIKE WE DO
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GCOMPUTERS DONT “THINK"
LIKE WE DO

_ ,_ #E‘I\':""z
T sign(VzJ(0,x,y)) esign(VoJ (0, z,y))
“panda” “nematode” “gibbon”
57.7% confidence 8.2% confidence 99.3 % confidence

Real gibbon...

* From Explaining and Harnessing Adversarial Examples by Goodfellow et al.



https://arxiv.org/abs/1412.6572

Nﬂll IS HUMAN IMITATION




DARPA'S PERSPECTIVE ON Al

 Third wave (future) — Contextual
tation



https://www.youtube.com/watch?v=-O01G3tSYpU

15T WAVE:
HANDCGRAFTED KNOWLEDGE
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https://www.youtube.com/watch?v=-O01G3tSYpU

ONE KEY PROBLEM:
(FORMALLY) STATING WHY IS HARD
BUT LABELING IS EASY

* What is this a photo of?

 Why is this an image of a cat?
« Can you state a rule for all cats?


https://unsplash.com/search/photos/cute-cat

2ND WWAVE:
STATISTICAL LEARNING



https://www.youtube.com/watch?v=-O01G3tSYpU
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KEY PROBLEMS WITH 2" WAVE

 Lack of robustness / fragile systems

+.007 x
x sign(V,J(0,2,y)) Wy
BENE D esign(V,J(0,z,y))
“panda” “nematode” “gibbon” b is holdi
57.7% confidence 8.2% confidence 99.3 % confidence ayou Oy Is holding

a baseball bat

. Lack of explanations

This is a cat:

‘i / ‘i & haslfur whiskers, l UnderStand Why
nd claw
l'l‘ i*l' i R | understand why not
G | know when you'll succeed
) 1 .
Explainable Explanation I know when you Il fail
Model Interface | know when to trust you

Excellent DARPA video (16 min) on Al (content above from): https://www.youtube.com/watch?v=-001G3tSYpU



https://www.youtube.com/watch?v=-O01G3tSYpU
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3%0 WAVE (FUTURE):
GCONTEXTUAL ADAPTATION

» Combination of previous two waves

« System will construct explanatory models

» Causation
 Some abstraction
« Explainable

« Examples

* Incorporate handwriting knowledge for recognizing new characters
» ? - (Maybe you can work on this)

- Good at Perceiving
* Perceiving "
* Learning Learn!ng
+ Reasoning Abstracting
« Slightly better at Reasoning

» Abstracting

Excellent DARPA video (16 min) on Al (content above based on this):
https://www.youtube.com/watch?v=-001G3tSYpU



https://www.youtube.com/watch?v=-O01G3tSYpU
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MODELING, INFERENGE, AND LEARNING
PARADIGM OF Al

1. Modeling — How do you model the real-world problem?

* How should you represent the input to the model? (e.g.,
+ How to represent the model functions? (e.g., explicit, implicit, deep)

2. Inference — Given a model, how do you perform various tasks or
answer questions based on the model?

* How do you categorize photos?
» How do you generate novel fake images?
+ How do you determine the next action to take to reach a goal?

3. Learning — How do you train/adapt the models given experience
or data?

* Which objective function are you optimizing?
* What are the learning constraints?
*  Which algorithm do you use to find the model parameters?






