Density Estimation
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Announcements

» Resubmit HW2 since many formatting mistakes

> Quiz 3
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Density estimation finds a density (PDF/PMF) that
represents the data (or empirical distribution) well

> We always make an assumption about a density
model class often parametrized by 6

> Assumption: Bernoulli density
60=Ipl, pel01]
» Assumption: Exponential density
0 =[], AER,,
> Assumption: Gaussian density
0=[uoc?], uHERT*ER,,

» Assumption: DNN-based model
0 = [“all neural network parameters”|
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Informally, Kullback-Leibler Divergence (KL)
measures the distance between distributions

» Formally, KL divergence for discrete variables
KL(PGO), Q(0)) = Erep [l08 03] = 2 P log 5 3
x),0(x)) =E,_pllo = x)lo
i 7IE5) v ")
» Formally, KL divergence for co(nt;nuous variables ()
p\x p\x
KL(p(x),q(x)) = Ex. [lo ]zJ (x)lo dx
p(x),q(x) x~p 108N = | P 8200
> Note: NO negative sign compared to entropy
> Note: Not symmetric!

> Non-negative property: KL(p(x), q(x)) =0

» Equal distribution property:
KL(p(x),q(x)) = 0 & p(x) = q(x)
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One use of KL divergence is to estimate
distribution parameters only from samples

> Let p(x) denote the real/true distribution of
the data

> p(x) is unknown
> We only have samples {x;}i-; from p(x)

> Let G(x; 8) denote an estimate of the true
distribution

> Parametrized by 0

> We want to find g (x; 8) that is closest to p(x)
0" = argmin KL(p(x), §(x; 6))
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One use of KL divergence is to estimate
distribution parameters only from samples

> We want to find g(x; 8) that is closest to p(x)
0" = argmin KL(p(x), §(x; 6))
» Wait, but we don’t know p(x), how do we do
this?
> (Simplify on board)
» Two main ideas for simplification

» Constants with respect to (w.r.t.) 8 can be ignored
> Full expectation replaced by empirical expectation
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Maximum likelihood estimation (MLE) is another way
to estimate distribution parameters from samples

> Likelihood function how likely (or probable) a dataset D =
1%;};=41 1s under a distribution with parameters 6

L(O;D) =p(xy, %5, .., Xy; 0)

> If we assume samples (or observations) of dataset are
independent and identically distributed (iid), then

£6:0) = | [pes6)

» Often simplified to the Iog-likel_ihood function

£(0; D) =log L(O;D)
» Example: Coin flips with Bernoulli
> Non iid example: First flip Bernoulli, then alternating
» Example: Flight delays with exponential distribution
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The likelihood function is a function of parameters 6
as opposed to a density which is a function of x

> Sometimes written £(0; x) = p(x; 0)

> Subtle but important difference with PDF/PMF

> PDF/PMF are functions of x where 4 is fixed
> Likelihood is function of 8 where x is fixed

» Additionally, likelihood function L is usually
product of density functions (if iid)
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