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DCGAN: Randomly generated bedrooms show 
slightly odd but almost realistic bedrooms
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Original GAN (CIFAR10) DCGAN (bedrooms)
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DCGAN can show interpolation between 
imaginary hotel rooms
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Removing certain filters can modify the 
generated images (in this case, a “window” filter)
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Simple vector arithmetic in latent space of 
DCGAN can generate new faces
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How do we learn this implicit generative model?
Train two deep networks simultaneously
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DCGAN requires transposed convolutions, 
BatchNorm, and a few other training tricks

▸Transposed convolutions (for upsampling)

▸BatchNorm (for stabilizing training)

▸A few tricks
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DCGAN generator upsamples the size
of the image in multiple stages
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Transposed convolution can be used to upsample
an tensor/image to have higher dimensions

▸Also known as:
▸Fractionally-strided convolution
▸Improperly, deconvolution

▸Remember: Convolution is like matrix 
multiplication 

𝑦 = 𝑥 ∗ 𝑓 ⇔ vec 𝑦 = 𝐴!vec(𝑥)
▸ Transpose convolution is the transpose of 𝐴!:

vec 𝑦 = 𝐴!"vec(𝑥)
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Convolution operator with corresponding matrix
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(∗) =
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Transposed convolution operator with 
corresponding matrix
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∗
Reshaped output

Reshaped input
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Transposed convolution can be equivalent to a simple 
convolution with zero rows/columns added
(added zeros simulate fractional strides)
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BatchNorm dynamically normalizes each feature 
to have zero mean and unit variance

▸Normalize input batch to each layer after every 
update

1. Input is minibatch of data 𝑋! at iteration 𝑡
2. Compute mean and standard deviation for every feature

𝜇"! , 𝜎"! ∀𝑗 ∈ 1,⋯ , 𝑑
3. Normalize each feature (note different for every batch)

,𝑥"! =
𝑥"! − 𝜇"!

𝜎"!

4. Output 0𝑋!
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BatchNorm dynamically normalizes each feature 
to have zero mean and unit variance

▸Only normalize batches during training 
(model.train())
▸Turn off after training (model.eval())
▸Use running average of mean and variance

𝜇!"#$ = 𝜆𝜇!"#$%& + 1 − 𝜆 𝜇'($)*$

𝜎+!"#
$ = 𝜆𝜎+!"#

$%& + 1 − 𝜆 𝜎+'($)*
$

▸Surprisingly effective at stabilizing training, 
reducing training time, and producing better 
models
▸Not fully understood why it works
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Resources for GANs

▸DCGAN Tutorial 
https://pytorch.org/tutorials/beginner/dcgan_fa
ces_tutorial.html

▸GAN training tips/hacks
▸https://github.com/soumith/ganhacks

▸GAN common problems
▸https://developers.google.com/machine-

learning/gan/problems
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